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Speech Recognition

Intelligent Tutoring System Eye Gaze

Eye-gaze can be used to point out
points of interest to the trainee
(Gaze-cueing effect).

The impact of Speech Recognition in the
agency of the ECA allows to understand
the instructions or questions given by the
trainee in order to process them.

The Intelligent Tutoring System (ITS) can be seen
as the brain of the ECA. Based on the data received
as input, the ITS decides the next action the ECA
has to perfom.

Eye gazing has proven an efficient
technique to engage and maintain
attention with the trainee [2].

By combining Speech Recognition with
the ITS, it allows to identify the lack of
knowledge from the trainee on a specific
topic, making it easier to teach directly the
missing knowledge.

An ITS is composed of different modules, allowing
it to teach knowledge or adapt its teaching strategy
in regard of the trainee’s performances.

By using machine learning, the ITS can also learn
to recognize emotions and adapt its reactions ac-
cordingly.

Speech Recognition can also enhance the
emotional and social aspect with the train-
ee by using Emotional Speech Recogni-
tion which increase the social presence of
the ECA toward the trainee.
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